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Abstract 
 
 In this paper we aim to provide that the extended the area of applicability of the 
generalized proximal point method to solving convex optimization problems in 
Banach spaces. There are several novel aspects. This monograph includes and 
closely related Tikhonov regularization method for convex optimization problems. 
Our discussion mainly based on previously research article and fixed point theory. 
Our results are mainly depends on previous study and only changing domain and 
co-domain which may extended area for finding solution of convex optimization 
problems and also work on some examples to justify our results and conclusion. We 
will see that proximal operators and proximal algorithms have a number of 
interesting interpretations and are connected to many different topics in 
optimization and applied mathematics. 
 

 
1. Introduction 
 
The books name ‘Convexity and optimization in 
Banach spaces’ provides a self-contained 
presentation of basic results of the theory of 
convex sets and function in infinite-dimentional 
spaces. The main emphasis is on applications to 
convex optimization and convex optimal control 
problems in Banach spaces [1]. There are three 
important basic areas of non-linear analysis, 
convex analysis, monotone operator theory and  

 
the fixed point theory of non expansive mappings 
[2].  
 
New generalized proximal point method 
 
Let B be a Banach space and  a 
continuity convex function. Now consider the 
optimization problem  
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                                                       (1) 

 
We denote by S B be the set of solutions which 
is not empty for finding optimization solution 
and   then S be the infimum of g . 
 
Optimization problem  for a given λ  so we 
consider the proximal point mapping 
 

(u) =  (2) 

Note that the right- hand side is hold convexity so 
mean of recurrence 
 

 =    ( )                                 (3) 

 
Now By equation (2) & (3)  
 

 =  =   

(u)                                                  (4) 

 
Here is perimeter, B be an arbitrary 
bounded sequence of modified proximal point 
method and Tikhonov method. is sequence and 
bounded so all the adherent point are solution of 
convex optimization problem. 
 
There are four term for the convex optimization 
problems which are – 
 

  If n=1 then  B, M  B is bounded set 
 

 If  is a sequence so all adherent point of 
this sequence are solution of the optimization 
Problem (1)                                        
 

 We take  M,  0, and let 

( ), i.e.  solve 

 
 
 
 
 
 

 
 
 

  Iterate n , and so on then first we 

take  by  and the iteration method apply to 
find all adherent point of sequence. The set of all 
adherent point is the solutions of 
convexoptimization problem. 
 
Theorem -1:- 
 
Let ( ) be the sequence generated by the four 

term, and x  B. Then 
 

– 
      

                                                                  (5)        
                                         (6) 

 
For every n  1. Furthermore, if  is bounded. 
Which gives S is not empty. 
 
Proof: 
 
The given that by definition of sequences  
implies that 
 

 +  + 
 

 
Since this gives , by 
the inequality of equation (5) and this quantity is 
non negative.  
                                                         
Now from this obtain  

for all n . This gives  is bounded then  
is also bounded. 
 
Theorem- 2:- 
 
From theorem-1   Let  be generated by term, 

and let . Then  and every 

adherent point of  is a solution of the 

optimization problem (1) and , then S is not 
empty 
 

 =  =  
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Proof:- 
 
by the claim , is bounded and the 
inequality (6)  
 

.  

 
 
By the theorem-1 continuity of  and the 

theorem-2 , boundedness of  then 

sequence of function values . If S is empty 

then  is unbounded which is contradiction from 

our assumption so hence  is bounded and all 
adherent point are solution of equation (1). 
 
Theorem-3:- 
 
Let  be convex optimization and let . 

Then  converges to the unique element  
so 

 =  and   =  

 
Proof:- 
 
From convexity there exist constant  such 
that  
 

 
 
By theorem-3  then 
 

  =  
 
Hence by the iteration method 
 

 =  
 
Now induction process,  such that 
 

 
 
 
 
 

 
 
 
Which gives the completeness set of equation (1) 
so hence S is the solution set of equation (1) and 
closed & convexity. 
 
Theorem 4: 
 
Let  be generated sequence, let , and 

let  for some . If S is not empty, 
then 
 

 
 
Proof:-  
 
If and so  an arbitrary 
solution because S is not empty. From equation 
(5) 
 

 
 
and all n is also sequence then 
 

 
   =  

 
 
  = . 
 
By the theorem-1 and Theorem-2, there is belongs 
a subset of all adherent point which is one K ⊆ 
ℕsuch that  for some . Now  is 

a particular solution , then 
 

, 

If  is a solution of generating sequence and  is 

also solution of this sequence for optimization 

problem hence,  so 
 

,  

⇒  
 
 



Int. J. Adv. Multidiscip. Res. (2023). 10(7): 18-23 
 

21 

 

 
 
 
Thus  , these result gives us iterates 
generated sequence converge to the minimum 
norm solution of equation (1) and if S is not 
empty. If generating sequence  having only one 
adherent point or more. 
 
Examples and counter examples 
 
We now try give some examples which illustrate 
the convergence assertions of the theorems. The 
convergence results can give best optimize 
solution. We know that convex optimization 
problem is to find best solution so uses these 
theorems we try to finding optimization solution 
by generated sequence. 
 
Examples 1: -Consider the convex function 

ℝ defined by  find 
optimization solution in Banach space and 
interval (0,1] ? 
 
Explanation:- 
 
The given convex function is  
 

                                                
(a) 
 
By equation (a) the generated sequence and gives 
all adherent points are 
 

 
 

 
The solution set of the corresponding 
optimization problem (1) is given by . 

Now, by four term theory with  and the 

alternating sequence  for all 

. Then  is the unique solution of 
 

 
Which is given by since this number 

minimizes both terms separately, whereas is 
the solution of  
 

 
 
 

 
 
Therefore given by for similar reasons. 
Hence, we eventually get the alternating sequence 

. There are two adherent point 1 

and -1 but only 1  and by convexity 
property adherent point 1 is optimization solution 
of given convex function. 
 
Example 2:- 
 
Let  be the function given by 
 

g  

 
For some constant . Find solution in Banach 

spaces and semi interval  ? 
 
Explanation: Hence , but the maximum 

is not attained. If  for all n, then  is 

the maximum of on . We uses 
theorem-1 for generating sequence and by the 
iteration  and 
 

hence, 
 

With d= . 

 
This given problem is not generating convergence 
sequence so hence there is not exist adherent 
point so is not convex. 
 
Example 3:- 
 
The mapping , and the function 

is . Find optimization solution in 
 

 
Explanation:-  
 

The given convex function and using theorem 
then 
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So by theorem-1 the generated sequence which 
adherent point is 0. Then  if λ  hence 

 has only one adherent point which is 0 but 

 so this adherent point is not 
optimization problem. 
 

 Example 4:- 
 

Let , .Find the 

optimal solution in the semi interval  
 
Explanation:- 
 
The given function (b) 
 
By using theorem-1 and theorem-2 the generating 
sequence is  when then the 

adherent point is only one that is  hence 
there exist generating sequence but the equation 
(b) is non convex. 
 

2. Conclusion& Discussion 
 
We have proved that new method of 
generalization  the well-known proximal-point 
method for convex optimization problem in 
Banach spaces with definite interval and 
extended field for generating sequence, find its 
adherent point which are solutions of the convex 
problem. This iterated process based on a 
generalized proximal point method for convex 
optimization problems in Hilbert spaces, 
Tikhonov regularization method for convex 
optimization problems. Our simply discussion is 
that method of generalization of the  well-known  
proximal-point with change perimeter and 
interval. 
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