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Abstract

With recent advancements in the areas of internet technologies and learning
management systems (LMS), the learning process has become more efficient and
effective as learners can learn anywhere, anytime using devices via the internet,
especidly in advanced nations. However, these systems are either not deployed or

fully utilized in majority of African colleges which led to total schools’ closure
K eywords during pandemic period or national exercises such as Covid-19 and national
elections. To address these problems, the study examined the factors affecting
Internet-based internet-based technologies using two machine learning methods (ML); “Adaptive
learning, neuro-fuzzy Inference system” (ANFIS), and “Feed-forward neural network”
machine learning, (FFNN). Data obtained from 896 Nigerian tutors/learners was used in testing and
e-Learning, training the study ML models. Results of the study show that the ML models
LMS. predicted the effects of the study inputs on internet-based learning (IBL)
technologies with higher precison (NSE > 0.93). But the ANFIS model

outperformed the FFNN model with (NSE > 0.96). Furthermore, results of the
study found learners’ encouragement (LE), and students ration (SR) to be the most
dominant factors affecting IBL in the research area with correlation coefficient of >
0.98, while systems availability (SA), and ease of usage (EU) were discovered to
have less influence on IBL in the research area with correlation coefficient of <
0.95. Lastly, the study explained the implications of the study results for both
practitioners and researchers.
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1. Introduction

In recent past, research (Alghamdi & Bayaga,
2016; Cavus et a., 2021b) have shown that
different  Internet-based  Learning  (IBL)
technologies such as WebCT, Moodle,
360Learning, eFront, ProProfs and Edmodo etc.,
have complemented the conventional methods of
teaching, i.e., “face-to-face and hybrid/blended
teaching-learning processes”, especially during
the Covid-19 pandemic. LMS is defined as
“software platforms embedded with instructional
tools that alow instructors to organize teaching
content and engage students in their learning
processes via the internet” (Rani et al., 2016).
Nowadays, LMS offers virtua means of
improving communication between instructors
and learners, and faster effective and speedy
learning process. Though, internet-based learning
offers severa benefits and features to institutions,
especially in advanced nations such as UK, China,
US, Russia, France etc. However, IBL
implementation and usage are beyond
stakeholders’ expectations in developing nations,
especially Nigeria as only few colleges are
making efforts to deploy different IBLs for
teaching and learning. But even those that
succeeded in deploying IBL, the systems are not
fully utilized by both tutors and learners. Thus,
compelling schools to close during national
exercises such as general elections, population
census, and pandemic periods e.g., during Covid-
19.

Mohammed and Karagozlu (2021) and Y akubu et
a. (2020) in their studies that “successful
integration of technology in teaching and learning
process depends not only on systems
availability/ease of use but aso on students ratio
and instructors acceptance”. Also, Cavus et a.
(2021b) in their study stressed that factors
affecting internet-based learning are usually
investigated using conventional models such as
the “Technology Acceptance Model (TAM)”, and
“Unified Theory of Acceptance and Use of
Technology (UTAUT)” which are time-taking,
and occasionally produced imprecise results.
Thus, the need to further investigate the issues
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responsible for slow the growth of internet-based
learning technologies in developing nations with
specia attention to Nigeria using more robust
approach such as Machine Learning (ML) in
order to obtain more accurate results. Therefore,
the aim of this present study is; (a) to investigate
the factors affecting internet-based learning
technologies among tutors and learners and (b) to
determine the correlation between the study input
and internet-based learning technologies in the
research location using two machine learning
algorithms i.e., “Feed-forward neural network
(FFNN)” and “Adaptive Neuro-Fuzzy Inference
System (ANFIS)” due to their prediction ability.
By carrying out experimental research among
tutors and learners, the study offered interesting
findings regarding factors affecting internet-based
learning technologies, in our case LMS in the
research location.

2. Materials and M ethods

2.1. Internet-based
challenges

learning  technologies

Internet-based learning technologies, specifically
“Learning Management Systems (LMS) offer
several functions and tools such as online
discussions and group chats, course content
handling tools, and evaluation and grading tools
to support both learners and tutors in the teaching
process (Fathema et al., 2015). Though, colleges
in advanced nations invested a lot of resources in
LMS deployment, and the results have begun to
manifest in their educational sectors. However,
LMS deployment and patronage continue to
suffer a serious setback in emerging countries like
Nigeria. For instance, Y akubu et a. (2020) argued
that systems availability and perceived usefulness
significantly affect the development of LMS in
Nigerian colleges, thus the need for stakeholders
to do more in the areas of systems provision and
enlightenment. Another study conducted by
Cavus et a. (2021b) in the same area found
resources that support LMS implementation such
as internet, electricity, and computers to be the
main issues influencing internet-based learning
technologies. The authors argued that facilitating
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conditions were the main reasons for LMS slow
progress not only in Nigeria but also in other
African nations. Yakubu et a. (2018) in
their study found lack of willingness from
learners’ point of view and internet connectivity
and speed to be among the key issues affecting
various internet-based learning in Sub-Saharan
Africa. The authors stressed the need for high-
speeds internet connection in order to alow the
learners to access learning materials anywhere,
anytime using any device. Another research
conducted by Gunawan et al. (2019) discovered
that “majority of faculty members in tertiary
ingtitutions prefer the conventional teaching
approach compared to modern computer-based
learning technologies such as LMS. Thus, affects
the fullest usage and progress of different

internet-based learning management systems
deployed by the colleges (Nizar, 2020).
Alhadreti (2021) argued that “there is an

increasing concern among tutors and learners
concerning the quality of the interface and how
tasks are completed in these systems”. Thus,
stressed the need for developers to improve the
quality of LMS interface in order to allow usersto
carry out their tasks, in an efficient, effective and
pleasing manner. Furthermore, it was discovered
by prior eLearning studies that, “large number of
LMS functions were not utilized by the users, this
is because some functions are more frequently
utilized than others”(Chen et al., 2021; Fathema et
al., 2015; Mohammadi et a., 2021; Sharifov et
al., 2021). For instance, Sharifov et a. (2021) in
their research found grading and document
uploads to be the most frequently utilized
functions compared to other functions of various
LMS deployed.

2.2. Technology acceptance models in internet-
based learning

Acceptance and progress of new innovations e.g.,
Internet-based learning technologies are usually
inspected using classical approaches such as
DeLone and McLean (2003) “model of
Information Systems Success (D&M)”, Liao et al.
(2007) “revised Theory of Planned Behaviour
(TPB)”, and Davis et a. (1989) “Technology
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Acceptance Model (TAM)”. Bailey et a. (2022)
and Cavus et a. (2021b) in their studies argued
that maority of internet-based learning
management systems “were examined using
“conventional models such as TAM, D&M, and
TPB models. Though, these and other
conventional approaches still remain useful and
valid. However, Cavus et a. (2021a) and Umar et
al. (2022) argued that “classical approaches
consumed a lot of time, and sometimes produced
imprecise predictions compared to machine
learning (ML) techniques. Thus, the need to
employ different ML approaches so that accurate
and reliable prediction can be obtained with
regards to the main issues affecting internet-based
learning technologies.

3. Methods

3.1. Research design

In contrast to prior LMS studies, the study “data
collection tools” contains four inputs; learners’
encouragement (LE), student’s ratio (SR),
systems availability (SA), and ease of use (EU),
for predictions of factors affecting internet-based
learning technologies in the study area. All the
inputs were validated and tested wusing
confirmatory and exploratory factors analysisi.e.,
Cronbach Alpha (CA) andComposite reliability
(CR) dl of which confirmed that there is a high
level of internal consistencies among the inputs as
the results were all > 0.80 which is an outstanding
result (Cavuset a., 20214).

3.2. Datasets

Primary data were used for this study, the main
purpose of collecting primary data is to develop
machine learning (ML) models capable of
estimating the influence of the study inputs on
various internet-based learning technologies with
higher accuracy. The study dataset comprises of
four parameters; learners’ encouragement (LE),
students’ ratio (SR), systems availability (SA),
ease of use (EU), and participants’ demographic
details such as level of education, gender, and
age. Effects of the study inputs on internet-based
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learning technologies were assessed using two
ML algorithms i.e., “Feed-forward neura network
(FFNN)” and “Adaptive Neuro-Fuzzy Inference
System (ANFIS)” due to their precision level. A
total of 896 datasets were obtained from 5
colleges in northern Nigeria comprising of 497
(55%) males and 399 (45%) females.

3.3. Machinelearning techniques

Though, previous el earning studies succeeded in
itemizing some of the factors affecting internet-
based learning technologies in devel oping nations
using different classica models such as TAM,
D&M, and TPB. However, Thanh et a. (2022)
argued that classical methods e.g., “Least squares,
Pearson correlation, and Partial least squares”
occasionally produced imprecise results compared
to ML techniques such as “Artificial neural
network (ANN), Adaptive Neuro Fuzzy Inference
System (ANFIS), Feed-forward neural network
(FFNN), and Support Vector Regression (SVR)”
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due to their precision in making predictions.
Therefore, this research used two different ML
methods i.e., FFNN and ANFIS to predict the
effects of the study inputs on internet-based
learning technologies in the research location.

3.3.1. ANN modd

Nowadays, Artificial Neural Networks (ANN) are
used to “simulate and perform functional features
similar to the biological neural network of the
human brain”(Hussain et al., 2021). Thus, offers
computers the ability to learn relationships among
variables, and makes them ideal for predicting the
correlation between the study inputs and
outputs.Scholars in different areas e.g., Computer
science, Economics, Engineering, and
neurosciences use ANN to estimate the
relationship that exists between the inputs and
output variables. Algorithm of the study FFNN is
offered in Figure 1, below.

Output Response

Output layer

Figure 1: Algorithm of the study three-layer FFNN with input, hidden, and single output layer(Hussain et

a., 2021).
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3.3.2. ANFIS modd

As displayed in Figure 2, the proposed ANFIS
algorithm of the study consists of five layers; @)
the fuzzifying layer that conveys the inputs LE,
SR, SA, and EU, and regulates their functional
associations, b) the inference layer that generates
network rules shooting strengths, ¢) Normalizing
layer that regularized the shooting strengths of
each of theinputs so that a balance shooting

strengths among the inputs can be maintain, d) de-
fuzzifying layer that is responsible for conveying
the regularized inputs into the fifth layer, and d)
the aggregation layer that performed the functions
of obtaining model estimation (i.e., prediction
results), for this study effects of the study inputs
(LE, SR, SA, and EU) on internet-based learning
technologies. ANFIS algorithm of the study is
offered in Figure 2.

Fuzzifymng Implication Nommalizing Defuzzifying Aggregation
Layer Layer Layer b&yet Layer
A A A
2 & i A
[ Layer 1 I | Layer 2 J | Layer 3 W [ Layerd ‘ ‘ Layer § ]

Figure 2: Algorithm of the study proposed ANFIS model.

3.4. Models’ performance evaluation criteria

The Dataset for the study was standardized so that
data with higher values do not overshadow those
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while performance of the employed ML models
(i.e, FFNN and ANFIS) was measured using
three statistical indices; “Ranking mean (RM)”,
“Nash-Sutcliffe efficiency (NSE)”, and “relative
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with lower values. Thus, the study dataset was
standardized to range between O and 1 using
equations 1,

(D).

Root mean square error (rRMSE)”. The three
evaluation indices were explained using equations
2-4.

)



Int. J. Adv. Multidiscip. Res. (2023). 10(5): 40-51

mn -
E ) { No bs; “"'_prel- }
[=1

NSE=1-=% -
Z_ {:_""‘c!bsl' _‘;EICI-S1}
1sa
R = ;En rank,

®3)

(4)

Algorithm of the study proposed machine learning method is presented in Figure 3.
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Figure 3: Flow diagram of the study proposed machine learning approach.

4. Results and Discussion

Prediction results of the research proposed ML
models concerning the influence of the selected
inputs (i.e, LE, SR, SA, and EU) on internet-
based technologies in the study area, and input
parameters ranking results were offered in the
following section.
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4.1. Prediction results

Two ML models (i.e., FFNN and ANFIS) were
employed for estimation of the study inputs (LE,
SR, SA, and EU) influence on internet-based
learning technologies in the research location.
Predictions made by each of the research ML
models are presented in Table 1.
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Table 1. Performance results of the study ML models

MODELS Training Testing

NSE rRMSE RM NSE rRM SE RM
ANFIS 0.9436  2.1025 1 0.9612 4.0632 1
FFNN 0.9223  3.5108 2 0.9301 4.1103 2

As shown in Table 1 above, concert of the
research 2 ML modelsin training and testing was
evaluated and graded using 3 valuation metrics of
“Nash-Sutcliffe efficiency (NSE)”, *“Ranking
mean (RM)”, and “relative Root mean sguare
error (rRMSE)”. As seen in Table 1, it can be
said that both the study ML models i.e,, FFNN
and ANFIS predicted the influence of the study
inputs (LE, SR, SA, EU) with higher precision as
both models have an NSE value of 0.9612 and
0.9301 in the testing stage which are very close to
the study target of 1. The result clearly indicates a
strong correlation between the learner’s
encouragement (LE), student’s ratio (SR),
availability of internet-based learning systemsi.e.,
systems availability (SA), and systems ease of
usage (EU) in the research area. This result is
reinforced by the findings of Aryani et a. (2022)
and Funda and Jai (2022) who argued that
“learner encouragement and students perception
on how easy to use the available systems may
have negative effects on internet-based learning
technologies not only in African nations but also
other developing nations. Also, the results affirm
the superiority of machine learning (ML) models
compared to classical models such as TAM and
D&M interms of forecasting ability as the models
rRMSE values stood a < 5 in both testing and
training stages. This sentiment was supported by
the argument of Cavus et al. (2021b) and Nourani
et a. (2020). The authors stressed that ML
techniques are more reliable and robust compared
to conventional approaches. Based on the models’
prediction results, tutor/students’ ratio (SR) and
lack of access to eLearning systems (SA) are
other factors hindering internet-based learning in
the research area. These findings are in agreement
with the findings of Gomersall and Floyd (2022)
and Tsimba et al. (2022), the researchers claimed
that “teachers/students ration will have a
significant effect on internet-based learning
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technologies. The authors claimed that a higher
teachers/students’ ratio may negatively affect the
learning process in an online setting and vice-
versa. Likewise, non-availability or inadequate
provision of eLearning systems may affect both
tutors’/learners’ interest in internet-based learning
technologies. Thus, the need for college
administrators to do more in the areas of
resources that enable internet-based learning.
Though, both the study ML models predicted the
effects of LE, SR, and SA, on internet-based
learning technologies with higher accuracy. But
the ANFIS model outclassed the FFNN model as
it was ranked first by the “Ranking Mean (RM) in
terms of precision.

Having gotten the prediction results from the
research ML models regarding the correlation
between the study inputs and internet-based
learning technologies, the Taylor graph was used
to determine the effect of each of the separate
inputsi.e, LE, SR, SA, and EU on internet-based
learning technologies. The graph offers accurate
and consistent means of measuring inputs level of
significance or in other words, assessing the
maximum effects of each of the study inputs on
the study output by at least three arithmetic
metrics i.e., Standard deviation (sd), Correlation
coefficient (NSE), and Root means square error
(RMSE) in a pictoria way to evaluate the effect
of each of the study inputs. As shown in Figure 4,
the correlation among the fields is denoted by the
“test field of the azimuthal spot, while the
standard deviation of the pattern is the radia
measured from the origin, and the RM SE cantered
value is proportional to the distance between
estimated and actual fields with identical units as
the standard deviation in the graph” (M oazenzadeh
et a., 2018). Thus, when the RMSE vaues
reduce, the correlation between the variables
increases and vice versa.
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Therefore, input with a high level of significance
or effects are the ones usualy detached by
reference points with the “correlation coefficient
equivalent to 1, and paraled abundancy of
diversities which are compared with the
observation points”(Tikhamarine et a., 2019).

Based on the research Taylor results as shown in
Figure 4, learners’ encouragement (LE) is the
most significant factor affecting internet-based
learning in the study area with correlation
coefficient (Cc > 0.98), followed by students’

scip. Res. (2023). 10(5): 40-51

ratio (SA) with (Cc > 0.96). The two results were
supported by the findings of Mahfoodh and
AlAtawi (2020), the authors stressed that “lack of
motivation and high tutor/students ration may
affect internet-based learning not only in
emerging nations but also in advance states”.
Furthermore, the Taylor results clearly show that
“perceived ease of use (EU), and systems
availability” has less impact on both

tutorg/learners in the research area as both the
variable has a (Cc < 0.95) compared to LE and
SR. The Taylor inputs evaluation results is
offered in Figure 4.
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Figure4: Inputsranking resultsusing Taylor graph.
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5. Conclusion

The study utilized two different machine learning
(ML) models (FFNN and ANFIS) to modelled
and obtained predictions regarding the effects of
the study choosing inputs i.e., learners’
encouragement (LE), students” ratio (SR),
systems availability (SA), and ease of usage (EU)
on various internet learning technologies in the
research area (Nigeria). All the research employed
ML models predicted the effects of the research
inputs with higher precision with NSE > 0.93 in
the testing phase signifying a strong association
between the inputs (LE, SR, SA, and EU) and the
output variablei.e., internet-based learning.

Although, both models demonstrated good
estimation ability. However, the ANFIS model
surpasses the FFNN models as it has NSE > 0.96
compared to NSE > 0.93 for the FFNN model.
Furthermore, the effects of each of the research
inputs on the output were evauated and
determined using Taylor graph, and the results
found learners’ encouragement (LE), and students
ration (SR) to be the most important factors
affecting internet-based learning in Nigeria with
correlation coefficient of > 0.98, while systems
avalability (SA) and ease of use (EU) have
correlation coefficient of < 0.94 indicating a
lesser association with the output. Though, the
research developed two ML models and used
Taylor graph to estimate the effects of LE, SR,
SA, and EU on internet-based learning
technologies and ranked the relative effect of each
of the inputs respectively. Both approaches have
proven to be robust and precise, but the study like
any other study is limited dataset obtained in the
research location i.e., Nigeria, and the techniques
employed i.e, machine learning approach.
Therefore, upcoming studies should combine both
ML and classical approaches, and use more
variables and other ML models such as “Multiple
linear regression (MLR)” to investigate the
factors affecting internet-based learning not only
in developing nations like Nigeria but also in
countries with advanced educational systems.
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